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ABSTRACT

An essential first step towards understanding intracellular dy-
namic processes using live-cell time-lapse microscopy imag-
ing is to extract accurate trajectories of all relevant particles
in the images. One of the key aspects of this task is to make
accurate associations between particle detections across time
frames. State-of-the-art methods for this purpose often have
many user parameters, sometimes even without a clear bio-
physical meaning, and/or they use explicit particle motion
models that may not reflect reality, making them unfavorable
for non-expert users or specific applications. Here we present
a novel approach to data association for particle tracking ap-
plications based on deep neural networks. Specifically, we
propose a recurrent neural network that learns particle behav-
ior from the data, and based on this it determines how to best
extend trajectories from one frame to the next. The results of
preliminary experiments indicate that our method performs
comparable to state-of-the-art data association methods for
particle tracking, but with the advantage that it does not re-
quire users to tune any parameters.

Index Terms— Particle tracking, data association, deep
learning, multi-task learning, neural networks.

1. INTRODUCTION

Particle tracking is an essential first step in many biological
studies into the molecular mechanisms of intracellular dy-
namic processes imaged using time-lapse microscopy. It is
often achieved by detecting particles in the individual frames
of the image sequences and then linking detections across
frames to construct trajectories in time. Many methods have
been developed to perform these tasks automatically. Re-
cent studies have comprehensively evaluated the performance
of a wide range of particle tracking methods [1] as well as
of data association methods for the linking step [2]. All of
these methods have several (often many) free parameters that
are sometimes hard to tune and do not always have a clear
biophysical meaning. Moreover, many methods use explicit
(and often simplistic) assumptions about the particle dynam-
ics, which may not accurately reflect reality. These disadvan-
tages make them difficult to apply by non-expert users and/or
to a wider range of tracking problems. Both the applicability
and usability of particle tracking methods could potentially

be improved by employing methods that can autonomously
learn from the data the underlying particle dynamics and how
to best link detections across frames.

In this paper we explore this idea and present a novel
approach to particle linking based on deep learning. In re-
cent years deep learning has found widespread application in
many areas of biomedical imaging [3, 4] and has also been
previously used for particle and cell detection [5, 6] and seg-
mentation [7]. However, to the best of our knowledge, it has
not been investigated for data association in particle tracking.
Specifically we propose a recurrent neural network (RNN)
that learns and models particle behavior from given data in
order to determine how to best extend trajectories from frame
to frame during tracking. Thanks to its predictive power,
our network allows for missing and spurious detections. We
compare our method with current state-of-the-art linking ap-
proaches using realistic simulated data [1,2].

2. RELATED WORKS

The task of data association is important not only in particle
tracking but also in many other multi-object tracking prob-
lems, such as multi-person tracking, vehicle tracking, and cell
tracking. In recent years many deep learning-based track-
ing methods have been proposed for single-object tracking
[6, 8, 9] and multi-object tracking [10-12]. All of them ex-
tract high-level appearance features from individual frames
using deep neural networks, mostly convolutional neural net-
works (CNN), and then compute the probability of whether
two detections belong to the same trajectory or not.

Instead of using appearance models alone, the idea of
combining motion dynamics of the objects with appearance
to improve the performance has also been explored [9]. For
multi-object tracking problems, linear integer programming
is often used to assign detections to trajectories based on the
calculated probabilities. However, contrary to people or nat-
ural objects, where rich appearance representations can be
learned, the objects of interest in our applications (subresolu-
tion particles) have little or no distinctive appearance features
that are helpful for data association. Therefore, in this work,
we use hand-crafted dynamics features to learn whether a de-
tection belongs to a trajectory or not.

Another aspect of particle tracking is the need to deal
with initialization and/or termination of trajectories as well



as missing and/or spurious detections due to noisy output of
the particle detector. These challenges have recently also been
explored for applications in high-energy physics [12] but re-
quire further investigation. To solve these problems, in go-
ing from frame to frame, we need a method that not only as-
sesses possible trajectory-detection associations, but also pre-
dicts the next locations of trajectories in order to detect possi-
ble gaps. A simple approach to deal with both tasks would be
to train two separate networks. However, since the two tasks
may not be mutually independent, a better approach seems to
be to use some form of multi-task learning, which has been
shown to be beneficial in other applications [6, 13]. Here we
build on this idea and propose a multi-task deep learning ar-
chitecture for particle tracking.

3. PROPOSED METHOD

3.1. Data Association Framework

The proposed method uses a temporal sliding window for
solving the association problem from frame to frame (Fig. 1).
Specifically, at any given frame k, we have a set of estab-
lished tracklets, which are fragments of particle trajectories
in the past S + 1 frames until £ (inclusive), and we have a
set of candidate detections in frame k + 1. To simplify the
association problem, for each established tracklet, the can-
didate detections are all possible detections in frame k + 1
whose spatial distance with respect to the tracklet position
in frame k is less than a specified value (gating). Then we
extract dynamics features from each tracklet and its candi-
dates. Of the many possible dynamics features that could be
computed [14], we use instantaneous displacement vectors,
instantaneous directions, displacements to the start of sliding
window, distances to the start of sliding window, and the lo-
cations of the individual detections. These features are passed
on to a deep neural network (described next), which for each
tracklet outputs an association score for each of its candidates,
as well as a prediction of the tracklet’s position in frame k + 1
based on its behavior in the foregoing S + 1 frames. Next, to
obtain optimal assignments between tracklets and candidates
based on the scores, mixed integer programming is applied
using Gurobi (http://www.gurobi.com/). Finally, in a post-
processing step, each established tracklet is extended with its
optimal candidate or, if no candidate was found, with a vir-
tual one corresponding to the predicted position. The latter
implies there either was a gap in the data or the tracklet ter-
minated. Any unassigned nonconflicting candidates in frame
k + 1 are taken to be newly starting tracklets. Then, the slid-
ing window is moved by one frame to solve the assignment
problem for that frame, and so on.

3.2. Neural Network Architecture

Our deep neural network (Fig. 2) performs two separate tasks:
association estimation and motion prediction. The association
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Fig. 1. Overview of our data association framework. Dynamics fea-
tures are extracted from established tracklets and candidate detec-
tions in a sliding window. These are subsequently used by a deep
learning network to score each pair of established tracklet and can-
didate and to predict the position of each established tracklet in the
next frame. An optimization algorithm is used to find the optimal as-
signment based on the scores. In a post-processing step, each tracklet
is extended with its optimal candidate, or with the predicted position
if no candidate was found.

estimation, which outputs a score indicating the likelihood of
an established tracklet and a candidate detection belonging
to the same trajectory, is formulated as a classification prob-
lem. The motion prediction, on the other hand, which for
a given tracklet outputs the expected spatial position in the
next frame, is formulated as a regression problem. The net-
work takes a pair of feature vectors, one from an established
tracklet in S preceding frames plus the current frame, and the
other from a candidate in the next frame. The established
tracklet feature vector, which is the input of an RNN layer
more precisely a long short-term memory (LSTM) layer, is
used in both tasks. The candidate feature vector, which is the
input of a fully-connected (FC) layer, is used only in the as-
sociation estimation task. For the latter task, the output of the
LSTM layer is concatenated with the FC output, and the result
is fed into a sequence of FC layers. Next, a softmax classi-
fier is applied, which outputs the probabilities for the positive
and negative classes, where the positive class indicates that
the candidate should be associated with the established track-
let, and the negative class that it should not. For the motion
prediction task, the LSTM output is passed through two FC
layers, which output the best possible location of the tracklet
in the next frame. For all FC layers except the last, we use
dropout [15] with fixed probability p; = 0.8 as regularization
to reduce overfitting in the training stage.
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Fig. 2. Overview of our neural network architecture. The estab-
lished tracklet features are passed through an LSTM layer, and the
candidate features through an FC layer. The result vectors are con-
catenated and passed through two FC layers to produce probabilities
using softmax for the association estimation task. Meanwhile, the
output of the LSTM layer is also passed through another two FC
layers, to produce a tracklet position in the next frame for the mo-
tion prediction task.

3.3. Multi-Task Loss Function

To avoid learning tasks separately and managing a pipeline
for each, our network is trained in a multi-task fashion. The
output of the association estimation branch of the network are
probabilities p = {pg, p1}, corresponding to whether a track-
let and candidate are positively (p1) or negatively (pg) associ-
ated, and the output of the motion prediction branch are coor-
dinates yt = {/tz, /1, }. In our experiments, each training sam-
ple is labeled with a ground-truth classification u = {ug, u; }
and a ground-truth regression v = {v,, v, }, drawn from the
corresponding ground-truth trajectory. We use a multi-task
loss L to jointly train for the two tasks:

L= ﬁcls(ﬂ, u) + /\‘Creg(/-% ’U), (D

where the first term is the cross-entropy loss for the network
predicted probabilities p under true probabilities u:
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The regression task loss L. is defined over the tuple v of true
positions in the next frame and a network predicted tuple .
The commonly used L2 loss increases sharply with the differ-
ence between the target v and the estimated 1, which makes it
too sensitive to unlabeled training samples. Therefore we use
the more robust Huber loss function [16]:
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In our experiments we used 6 = 1, and the hyperparameter
in (1) controlling the balance between the two task losses was
fixed to A = 0.1, which gave good results.

4. EXPERIMENTAL RESULTS

To evaluate the performance of our method we followed
the same procedure as in the most comprehensive evalua-
tion study published to date [2]. Simulated data were taken
from the particle tracking challenge [1] and processed to
obtain a ground-truth (GT) dataset with different levels of
false-negative (FN) detections (0%, 5%, 10%, 15%, 20%)
and false-positive (FP) detections (0%, 20%). Neighboring
detections within the Rayleigh distance were replaced by a
single detection to get the 0% FN dataset, and from there on
detections were randomly removed or added to get datasets
with specific percentages of FN and FP. Performance was
quantified using the o, 3, and JSC,, measures [1,2].

We compared our method to 11 alternative data associa-
tion methods [2], including a two-frame (2D) greedy nearest-
neighbor method based on distance (GNN-D) or velocity
(GNN-V), a 2D interacting multiple models (IMM) filter-
ing approach [17], a two-step linear assignment procedure
(LAP) [18], a noniterative greedy assignment (NGA) proce-
dure [19] using two (2D), three (3D), or four (4D) frames
and convex costs (CC), and a multi-frame assignment proce-
dure (MAP) [20] using three (3D) or four (4D) frames and
IMM or CC for computing costs. The free parameters of all
methods were optimized as published [2]. For our proposed
RNN-based method we found that setting the window-size
parameter to S = 5 gives good results.

Due to space constraints we show only the results for the
low-density microtubule dataset (Fig. 3) but very similar re-
sults were obtained with all other datasets. From the results
we observe that, as expected, the multi-frame (3D and 4D)
data association approaches in most cases perform better than
the two-frame (2D) approaches, although which specific ap-
proach (NGA or MAP and using IMM or CC) performs best
depends on the measure. Generally our proposed method out-
performs the 2D approaches and performs comparably to the
best multi-frame approaches.

S. DISCUSSION AND CONCLUSIONS

In this paper we have presented a novel deep-learning based
data association method for particle tracking. Our method
exploits LSTM to learn the dynamic behavior of particles di-
rectly from the data, and hence it is able to capture complex
motion patterns, which would be difficult to model with tradi-
tional methods. It optimizes its parameters using the training
data, avoiding the need for manual tweaking, which makes
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Fig. 3. Performance of our method compared to the state of the
art. Results are shown for the low-density microtubule scenario and
the a, 8, JSC, measures [1] with (a)-(c) 0% and (d)-(f) 20% false-
positives (FP) as a function of the false-negative (FN) percentage.
GT denotes the original ground-truth data before reduction using the
Rayleigh criterion [2]. RNN-SS5 denotes the proposed method (S =
5). See main text for a brief discussion of the other methods.

our method potentially more objective and applicable to a
wider range of tracking problems and usage by non-experts.
The presented experimental results show that our method is
better than two-frame assignment methods and is comparable
to state-of-the-art multi-frame methods.

Although the proposed method is promising in multiple
ways, essentially it still uses a two-frame assignment ap-
proach, despite the fact that by employing LSTM we do use
the history of particle movements to learn the dynamics. To
further improve the potential of our method we aim to further
extend it to a multi-frame assignment method by considering
candidates in multiple succeeding frames compared to only
using the next frame as in this work. Also, while we focused
our evaluation on simulated datasets in order to easily com-
pare with existing methods, we are in the process of testing
our method for real cell and particle tracking applications.
Finally, our future work will also involve using deep learning
for particle detection, and building an end-to-end solution
for the particle tracking problem, directly producing optimal
trajectories from raw image sequences.
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